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Abstract

Deep Packet Inspection (DPI) is a critical function in network security applications such as Firewalls and Intrusion Detection Systems (IDS). Signature based scanners used in DPI apply multi-pattern matching algorithms to check whether the packet payload or flow content contains a specified signature in a signature set. Existing multi-pattern matching algorithms sacrifice memory space to achieve better performance. In this paper a novel fast multi-pattern matching algorithm, the Hash Boyer-Moore (HBM) Algorithm, is presented, which reduces the memory footprint of the heuristic table using a hash function and adds another heuristic table to reduce the false-positive ratio. Analyses and simulations show HBM offers higher speed and lower memory cost than some existing algorithms. The HBM algorithm was implemented on the Intel IXP 2400 Network Processor (NP) platform and experiments show suitable performance results in a Gigabit Ethernet LAN environment.

1. Introduction

With the increasing type and number of malicious attacks in the Internet\textsuperscript{[1-3]}, network security appliances such as Firewalls and IDS systems\textsuperscript{[4,5]} need an effective tool to detect such attacks. Deep Packet Inspection (DPI) is a promising method of detecting these attacks and is already widely used. DPI usually consists of several functions, such as regular expression matching\textsuperscript{[6]} and signature based scanning. Signature based scanning has many practical uses\textsuperscript{[8,10]}, the main principles of which are to check packet payloads, maintain flow states and scan flow streams to find specified signatures. This takes much more time than application protocol analysis\textsuperscript{[11]} and usually becomes the bottleneck of the system. Thus, the design of high performance signature based scanners is very important in high-speed network security applications.

The essence of a signature based scanner is a multi-pattern matching algorithm. Based on a certain set of string patterns, such as worm code signatures\textsuperscript{[7]}, the scanner checks each byte of the packet payload to find out whether it contains one of these patterns (In this paper, the terms “signature” and “pattern” are used interchangeably).

The remainder of this paper is organized as follows. Section 2 reviews related works. Section 3 describes the HBM algorithm. Section 4 gives some theoretical analyses and simulation results compared to some existing algorithms. Section 5 presents the test environment and experimental results on the Intel IXP 2400 Network Processor (NP) platform. Section 6 summarizes the paper and presents conclusions.

2. Related Works

Developing an efficient multi-pattern matching algorithm is still a difficult issue in research. There are three kinds of algorithms usually used to tackle this problem: (1) the Bloom Filter algorithm and its extensions; (2) the Aho-Corasick (AC) algorithm and its extensions; and (3) the Boyer-Moore Algorithm (BM) and its extensions.

B. Bloom proposed the Bloom Filter algorithm\textsuperscript{[8,18-20,24]}, which is widely implemented in hardware, like FPGA which contains multiple hash function blocks and paralleled memory accesses. Aho and Corasick proposed the AC algorithm\textsuperscript{[12]}, which has proven linear performance, making it suitable for searching a large set of signatures. The AC algorithm and its extensions deal well with regular expression matching, but they are not optimal for fixed pattern matching like worm scanning for its large number of states and frequent I/O operation compared to BM and its extensions.

Boyer and Moore proposed the classical single-pattern matching BM algorithm\textsuperscript{[13]}. However, it cannot
be transplanted to multi-pattern matching trivially, in which cases, some extensions of the BM algorithm are proposed, such as the WM algorithm\cite{21}, the Setwise BMH algorithm\cite{22}, or the AC-BM algorithm\cite{23}. These popular extensions change some features of the traditional algorithm to adapt to the multi-pattern case, which is mainly done on two points: (1) Several characters are combined into a block as one comparison unit; (2) the false-positive case is allowed and exact matching is needed.

The WM algorithm combines several characters into one block and only checks the rightmost block of each substring in the input stream from a heuristic skip table (so-called Table Delta 1). In this way, the heuristic skip table would be large. Setwise BMH and AC-BM use the trie and tree structure to form Table Delta 1 in order to decrease the memory cost, but additional I/O operations are needed. Meanwhile, the three algorithms above only use the Delta 1 table but omit the second skip table in BM (so-called Table Delta 2). The RSI\cite{17} algorithm analyzes the relationship between the rightmost two blocks and reduces the false-positive ratio, but it uses more memory and still does not compare information from all the blocks.

We propose the HBM algorithm, an extension of the BM algorithm, with the following main contributions: (1) Table Delta 1 is organized in a hash mode allowing collision to reduce the memory footprint; (2) Table Delta 2 is constructed to reduce false-positives; (3) Skipping is allowed at any position to improve the algorithm’s efficiency.

3. HBM Algorithm Description

The HBM algorithm consists of two parts. One is the off-line initialization which constructs Table Delta 1 and Delta 2 depending on the signature set. The other is the run-time procedure to check whether the input string stream contains a certain signature.

3.1. Symbol and Assumption

Let \( S \) indicate the signature set, \( n \) indicate the set size, \( L \) indicate the length of each signature (assume that all the signatures have the same length), and \( b \) indicate the block size. Thus, \( S = \{S_0, S_1, \ldots, S_{n-1}\} \), where \( k \)-th signature is \( S_k = s_{k,b}, s_{k,b-1}, \ldots, s_{k,1} \). Let \( y = h(a_{0}, a_{1}, a_{2}, \ldots, a_{b-1}) \) indicate the hash function, which is a mapping from a block of \( b \) characters to a value ranged in \([0, m-1]\). Let \( m \) indicate the size of Table Delta 1, where \( D_i(t) \) is \( i \)-th item. The size of Table Delta 2 is fixed to \( L - b + 1 \), where \( D_i(t) \) is the \( t \)-th item. The input string is represented as \( str(0), str(1), \ldots, \) where \( str(i) \) is \( i \)-th character. All the subscripts start at 0 in this paper.

A “comparison” is defined as the fetching of a character block from an input string and checking its value in Table Delta 1. If the value satisfies some condition, the comparison “succeeds”, otherwise it “fails”.

A “check” is defined as the fetching of a substring with the same signature length from the input string and testing whether it is a certain signature. If each comparison succeeds, then this check “succeeds”, otherwise it “fails”.

3.2. Off-line Initialization

The off-line initialization can be divided into three steps: (1) Construct Table Delta 1; (2) Construct Table Delta 2; (3) Construct the hash table for storing signatures (Table SHT). Before describing the algorithm in detail, an example is given to illustrate the principle of HBM.

**Figure 1. An example of the HBM algorithm**

Each block in a signature has a hash entry in Delta 1, which represents the position of the rightmost appearance of the block. The position is counted from the right end. In Figure 1, the block size is 2 and the some entries in Delta 1 are shown. (For hash collisions such as with blocks “fc” and “ax”, the same entry is shared, which contains the smaller value.) We make the following observations:

**Observation 1:** The Delta 1 value of the rightmost block of a signature should be 0, the 2nd block should less than or equal to 1, the 3rd should be less than or equal to 2, and so on.

Therefore, the results of a comparison can be determined by Observation 1. If the comparison succeeds, the next block to the left is compared. If the comparison fails, the pointer can skip some distance in order to align the block with its rightmost appearance in signatures. That is,
Observation 2: When current check fails, the comparison pointer can at least skip a distance of the value indexed in Table Delta 1.

Meanwhile, the occurrence of a failure indicates the success of former comparisons. In Figure 1, the failure happens at block “fc”, so substring “cda” may “appear” at the end of a signature. If that certain signature contains a substring “Scda” at a left position (“$” is an arbitrary char), but not “fcda”, the comparison pointer can skip a distance in order to make it align with “Scda”. Table Delta 2 stores such skipping distances.

Observation 3: When the current check fails, the comparison pointer can at least skip a distance of the value indexed in Table Delta 2.

If all the comparisons in the current check succeed, it only means that the substring may be a signature because the condition in Observation 1 is only a necessary condition. Therefore,

Observation 4: When current check succeeds, an exact match is needed to confirm that the substring is a real signature to avoid false-positives.

Thus, the principle of the HBM algorithm is to follow the four Observations mentioned above.

<table>
<thead>
<tr>
<th>Initialize Table Delta 1:</th>
<th>Initialize Table Delta 2:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ( \forall x, D_i(x) = L - b + 1 )</td>
<td>1. Initialize Table Delta 1</td>
</tr>
<tr>
<td>2. for ( i = 0 ) to ( n - 1 )</td>
<td>2. ( \forall t, D_i(t) = \text{Infinite max} )</td>
</tr>
<tr>
<td>for ( j = 0 ) to ( L - b )</td>
<td>3. for ( i = 0 ) to ( n - 1 )</td>
</tr>
<tr>
<td>( x = h(s_{i-j+1}, \ldots, s_{i+b}) )</td>
<td>for ( t = 0 ) to ( L - b )</td>
</tr>
<tr>
<td>if ( D_i(x) &gt; L - b - j )</td>
<td>if ( D_i(t) &gt; d )</td>
</tr>
<tr>
<td>then ( D_i(x) \leftarrow L - b - j )</td>
<td>then ( D_i(t) \leftarrow d )</td>
</tr>
<tr>
<td>end if;</td>
<td>end if;</td>
</tr>
<tr>
<td>end loop ( j );</td>
<td>end loop ( t );</td>
</tr>
<tr>
<td>end loop ( i );</td>
<td>end loop ( i );</td>
</tr>
</tbody>
</table>

Figure 2. The construction of Table Delta 1 and 2

The construction of Table Delta 1 differs from the BM algorithm in that: (1) The comparison unit is a block of characters instead of a single character; (2) The entry in Table Delta 1 is determined by the hash value of the block instead of the character itself; (3) Table Delta 1 allows hash collision. Once it happens, the smallest of the skip distances is stored there.

The construction of Table Delta 2 is also shown in Figure 2. It is similar to the BM algorithm, but differs in calculating the function \( y = rpr() \). “rpr” means the rightmost plausible reoccurrence of a substring, which has the same meaning as in BM. Function \( rpr(S_i, t) \) represents the rpr value at position \( t \) in signature \( S_i \).

First, we will define the “extension” of signatures and provide the definition of “unify”.

Every signature pattern is preceded with the wild character “$” in front of the first character, i.e., \( pat = a_0a_1a_2 \ldots a_{L-1} \) would be represented as \( pat = \ldots $$$a_0a_1a_2 \ldots a_{L-1} \), and the Delta 1 value of each block including character “$” would be 0 \( (D_i = 0) \).

Definition of “unify”: A substring in the signature pattern \( substr = c_0c_1 \ldots c_n \) is called unified, if condition (*) is satisfied.

\[
\begin{align*}
D_i(c_{i-b+1}c_{i-b+2} \ldots c_{i-b}) \leq 0, & \ldots, D_i(c_{i-1}c_i \ldots c_{i-1}) \leq n - b \\
D_i(c_0c_1 \ldots c_{i-1}) > n - b + 1 \quad \text{or} \quad c_0 = $ \tag{*}
\end{align*}
\]

Here the term “unify” is derived from the BM algorithm with some changes. According to the definition above, a unified substring has the same characteristic as the tail substring in the signature. In other words, the certain substring is unified with the tail of the signature string. Function \( rpr() \) calculates the position of the rightmost “unified” substring. In signature \( S_i \), if \( substr = c_0c_1 \ldots c_n \) is the rightmost unified substring, the result of function \( rpr(S_i, t) \) is the position of character \( c_1 \) in \( S_i \). Therefore, the value in Table Delta 2 is:

\[
D_i(t) = \min_{0 \leq s \leq L} \{L - b + 1 - rpr(S_i, t)\} \tag{**}
\]

For the same reason as in the BM algorithm, the Delta 2 value of the rightmost block position would never be used, which can be defined as 1 manually in the consideration of easy implementation. In other words, the last value of Table Delta 2 is 1 and is always equal to or less than the value of any entry in Table Delta 1 and no influence is taken into the algorithm.

3.3. Run-time Procedure

The run-time procedure of the HBM algorithm is rather easy. For each substring, mismatches are judged according to the condition \( D_i(i) < j \) from right to left, \( D_i(i) \) is the Delta 1 value of the block at position \( i \) (that is \( D_i(i) = D_i(h(str(i), str(i+1), \ldots, str(i+b-1)) \)). Once a mismatch is found, the pointer \( i \) skips a distance according to the maximum value in Table Delta 1 and Delta 2 until it reaches the end of the input stream. If there is no mismatch for a substring, an extra comparison is needed.
As is shown in Observation 4, an exact test is needed when a check succeeds. In order to reduce I/O operations, a hash table (called SHT) is used to store the signature set in Figure 3 where linked lists are used to solve the hash collision, so an exact test only needs to read the signatures with the same hash key and ignore the other ones.

![Figure 3. Hash table for storing signatures (SHT)](image)

### 4. Performance Analysis

In the HBM algorithm, the criterion of performance is based on two parts. One is the average skip distance which represents the instances of comparison; the other is the false-positive ratio which represents the additional time consumption for exact matches. Thus, the time consumption for each character can be represented as follows:

\[
T_{\text{char}} = t_{\text{comp}} \cdot c_{\text{char}} + \frac{t_{\text{exact-comp}} \cdot P_{\text{false-positive}}}{\text{distance}_{\text{comp}}} \\
= \frac{t_{\text{comp}} + t_{\text{exact-comp}} \cdot P_{\text{false-positive}}}{\text{distance}_{\text{comp}}}.
\]

(Eq. 1.)

In Eq. 1, \(T_{\text{char}}\) indicates the time cost for dealing with each character, \(t_{\text{comp}}\) indicates the time for a comparison, \(c_{\text{char}}\) indicates the average number of comparisons dealing with a character, \(t_{\text{exact-comp}}\) indicates the time to test for false-positives. \(P_{\text{false-positive}}\) indicates the false-positive possibility of one check, \(\text{distance}_{\text{comp}}\) indicates the average skip distance after a comparison. \(t_{\text{comp}}\) and \(t_{\text{exact-comp}}\) are constants determined by the data structure and memory I/O speed, so the false-positive ratio \(P_{\text{false-positive}}\) and average skip distance \(\text{distance}_{\text{comp}}\) become the main evaluation of performance.

#### 4.1. Average Skip Distance

In this section, the theoretical analysis will be explained first and a comparison of the HBM, WM and RSI algorithms will also be provided by simulation.

In the HBM algorithm, the two Delta tables are used to achieve higher efficiency, though it is much more likely to use values in Table Delta 1 than Delta 2. When a skipping happens, it has only less than a 1% chance to use the value in Table Delta 1 than Delta 2 but more than a 99% chance to use Table Delta 1. Table Delta 2 is mainly used to reduce the false-positive ratio.

Considering that Delta 1 is used in most cases, we can simply approximate the average skip distance value in Table Delta 1 as the one in the whole HBM algorithm. If the hash function outputs results in a uniform distribution, the possibility of a block hitting a certain entry in Table Delta 1 is \(p=1/m\). The average skip distance can be calculated by Eq. 2.

\[
\overline{\text{distance}}_{\text{Delta1}} = \sum_{i=0}^{L-b-1} \sum_{j=0}^{i} (1-p)^i \cdot j \cdot (1-p)^j \cdot i \\
+ (1-p)^{L-b-1} (L-b+1)
\]

(Eq. 2.)

Let \(a = (1-p)^n = (1 - \frac{1}{m})^n = e^{-\frac{n}{m}}, \) when \(m\) is a large number. Eq. 2 can be rewritten as Eq. 3

\[
\overline{\text{distance}}_{\text{Delta1}} \approx a \cdot a \cdot \frac{1}{1-a} = e^{-\frac{n}{m}} \cdot e^{-\frac{n}{m}} = \frac{e^{-\frac{n}{m}}}{1-e^{-\frac{n}{m}}}
\]

(Eq. 3.)

The average skip distance after a check, \(\overline{\text{distance}}_{\text{comp}}\), can be approximately calculated (see Figure 4(b)) as Eq. 4:

\[
\frac{\text{distance}_{\text{comp}}}{i+1} = \sum_{i=0}^{k} \left( 1 - a^i \right) \cdot P(j=i) + 1 \cdot P(\text{match})
\]

\[
\text{distance}_{\text{comp}} = \sum_{i=0}^{k} \left( 1 - a^{i+1} \right) \cdot a^i + \prod_{i=0}^{j} (1-a)^i
\]

(Eq. 4.)
It is clear that the average skipping distance is a function of \( m/n \) with parameters \( L \) and \( b \) whose relationship is shown in Figure 4(a), where the acceleration of skip distance decreases with the increase in size of Table Delta 1.

Figure 5 shows the simulation results which compare the average skip distance of the HBM, WM and RSI algorithms with 512 randomly signatures of 32 bytes fixed length. From Figure 5, the WM algorithm has the best skip distance and HBM is a little worse. But the false positive ratio of WM is not much higher than HBM and RSI as shown in Figure 7. In fact, an exact comparison takes hundreds of times longer than an operation that visits Table Delta 1, so WM may offer the worst performance in practical implementation.

### 4.2. False-positive Ratio

Unlike the AC algorithm, all of the extensions of the BM algorithm are subject to false-positives. The possibility of a false-positive in HBM can be calculated as Eq. 5.

\[
P_{\text{false-positive}} = \prod_{i=1}^{L-b} \left[ 1 - \left(1 - \frac{1}{m} \right)^n \right] - \frac{n}{2} \quad (\text{Eq. } 5)
\]

Table Delta 2 is used to reduce the false-positive ratio as shown in Figure 6. In most cases, the algorithm without Table Delta 2 will have a false-positive ratio about 10% higher, which means about 10% more false-positive testing.

The HBM algorithm has a lower false-positive ratio, for it uses Observation 1 in the entire procedure while other existing algorithms only use it once or several times. Figure 7 presents the simulation results with the HBM, WM and RSI algorithms. From Figure 7 we can see that HBM has a much lower false-positive ratio than WM and RSI, so it is possible to provide much higher performance than the two existing algorithms.
5. Experiment

In our work, Network Processors\cite{14-16} are chosen instead of General Purpose or ASIC Processors in virtue of its programming flexibility and specific architecture for processing network packets. Our scanner is implemented on Intel IXP 2400 platform.

The optimization of HBM is mainly focused on two points: (1) Design and assign function blocks in parallel to make full use of the multiple Micro Engines (MEs); (2) Store two heuristic tables and Table SHT in different memory types to fit the hierarchical memory structure. Compared to ALU operations, I/O operations are more likely to cause system bottlenecks. The HBM algorithm is very suitable for the hierarchical memory structure. Table 1 is allocated memory for 512 signatures 32 bytes long each.

<table>
<thead>
<tr>
<th>Table 1. The memory allocation of the HBM algorithm in the IXP 2400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context</td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>Table Delta 1</td>
</tr>
<tr>
<td>Table Delta 2</td>
</tr>
<tr>
<td>Original Signature Set</td>
</tr>
<tr>
<td>SHT</td>
</tr>
</tbody>
</table>

In our experiment, 512 signature patterns are generated randomly with a fixed length of 32 bytes. The length of an input Gigabit Ethernet frame is indicated by 118, 246, ..., 1398, and 1518. The hit ratio is from 0% to 100%. The carrying signature is inserted randomly at any position of the payload. The throughput results are shown from Figure 8 to Figure 10.

Compared with the results in [9-10,18], it is demonstrated that there is a big performance leap in throughput and delay, which makes the HBM algorithm based scanner practical in Gigabit Ethernet.
Figure 8 plots the variation of throughput performance with frame length and Figure 9 presents the variation of the throughput performance with hit ratio. Figure 10 shows a referential delay cycle at the media bus at 104MHz. From the experiment, the signature based scanner with the HBM algorithm has achieved the throughput of Gigabit Ethernet. Meanwhile, the throughput ratio is stable with the variation of frame length and hit ratio.

As the system needs to scan the entire payload by shifting each byte one by one, the frame forwarding rate is related to the size of the frame. In the worst case (i.e., hit ratio is 0%), the throughput comes down slowly (see Figure 8 (a)) as the size of the frame is increased.

In the simulation experiment, the testing for exact match is also executed on MEs. Once a string is matched and proved true, the scanner just stops and alarms without any more operations. Therefore, it takes fewer cycles when handling frames with signatures, especially long frames with high hit ratios. For example, in the case of worm scanning, the throughput of the system will not be impaired when a worm breaks out and the network is jammed with worm frames (see Figure 8(b) and Figure 9).

6. Conclusion

Signature-based scanners are widely used in network security applications. Their critical function is the multi-pattern matching algorithm which is still an important issue in the high speed network security field. The HBM Algorithm, a novel fast multi-pattern matching algorithm, is presented in this paper to inherit the skipping characteristic of the Boyer-Moore algorithm when used in multi-pattern matching mode. It offers higher performance and takes less memory than other existing algorithms. This signature-based scanner with HBM was implemented on the Intel IXP 2400 Network Processor platform and its performance was tested. From these experiments, it has proven stable, offers high performance and meets the needs of Gigabit Ethernet.
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