Abstract—We have entered the transitional period between IPv4 and IPv6. However, managing IPv4/IPv6 coexistence and transition involves some entirely new issues. Considering the management issues during IPv6 transition, we attempted to propose IPv6 network virtualization architecture (VNET6). VNET6 has its own management model based on abstraction. An evolution algorithm and autonomic control loop are specifically designed to automate provisioning of virtual resources and abstract IPv6 transition services. The evaluation of our deployment demonstrates that: VNET6, in a dynamic and autonomic managing manner, can facilitate IPv6 deployment and IPv6 transition services.
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I. INTRODUCTION

The current Internet has exposed IPv4 address space crunch. The regions of Asia, Oceania, Europe and the Middle East have exhausted their supply of IPv4 addresses [1]. With the supply of IPv4 addresses dwindling, the calls to transition to IPv6 are getting more intense. We have entered the transitional period between IPv4 and IPv6, and seen a coexistence of IPv4 and IPv6. However, it is taking on the additional burden of managing IPv4/IPv6 coexistence and transition that involves considering some entirely new issues. The heterogeneity of network devices and applications is a serious challenge facing network operators.

Unfortunately, the existing management techniques are inadequate to handle the heterogeneous environment of IPv4 and IPv6. Google’s biggest challenge is not deploying IPv6 itself, but integrating IPv6 in all management procedures [2]. The latest trends in network management [3] lie on network automation, which reduces role of human operator and provides automaticity [4] (e.g. the information/knowledge flow used to drive control-loops). Auto-configuration is one of the key aspects of IPv6-based Internet [5]. We are seeking for advanced self-manageability of IPv6 deployment and IPv6 transition as a whole.

As of today, network virtualization [6] could facilitate the management of networks. Management applications are far easier to build with Onix [7] than without it. We intended to apply network virtualization to face the challenges of managing IPv6 transition. Then we proposed an IPv6 network virtualization architecture (VNET6) for managing IPv6 transitions, where borrowing from the innovative insights of network virtualization. A major challenge in this architecture is how to automatically deal with the efficient mapping among the application’s end-to-end requirements of heterogeneous communication, virtual IPv6 resource and IPv6 transition services and the physical IPv4/IPv6 coexistence. Our main contributions in this paper are as follows:

• An IPv6 virtual network layer in VNET6 can be updated gradually through the seamless integration of IPv6 network resources and transition mechanisms. The network layer virtualization can facilitate IPv6 deployment and simplify the management of IPv4/IPv6 coexistence.

• IPv6 transition service abstractions encapsulate physical resources and IPv6 transition mechanisms into separate atomic function services. These refined services are used to provide flexible, reusing and unified services. Thus, the service abstractions give network operators more manageable and finer-grained control over IPv6 transition services.

• An autonomic virtualization process, together with a new evolution algorithm and an autonomic control loop, creates IPv6 virtual networks and abstract IPv6 transition services in a dynamic and autonomic manner. This process is an enabler for the autonomic management of application-specific end-to-end requirements for IPv4/IPv6 heterogenous communication.

We presented the VNET6 as the architecture of network virtualization for autonomic managing IPv6 transition. The implementation, deployment and management applications demonstrate the feasibility of VNET6. VNET6 can provide two aspects of network management: simplifying IPv6 deployment and improving IPv6 transition services to support service-oriented architecture. This architecture thus could make IPv6 deployment and transition in a stable and manageable manner.

The rest of this paper is organized as follows. Section II outlines our motivation in designing VNET6. Then in section III, we propose the network virtualization architecture of VNET6 and the related significant designs of this architecture: network layer virtualization, IPv6 transition service abstractions and an autonomic virtualization process. Section IV presents the main management facilities and implement. We
describe the deployment and management applications in Section V. In section VI, the conclusions and future work are presented.

II. MOTIVATION FOR VNET6

Before describing the architecture of our VNET6, we provide the background of network virtualization as a managing architecture for IPv6 transition, and outline our motivation in designing VNET6.

A. Issues in Network management for IPv4/IPv6 Coexistence and Transition

The complexity of IPv6 transition process [8] makes it difficult to carry out network management. IPv6 transition in traditional network architecture is usually closely coupled with all the factors, such as network equipment, application servers and services and the peer or client systems that use or participate in those services. Hence it is highly difficult to manage IPv4/IPv6 heterogeneous networks and IPv6 transition services.

• The IPv4/IPv6 coexistent environment causes management tasks more complicated [9]. There may be the potential for IPv4 traffic to suffer at the hands of IPv6, or vice versa. Every network operator must consider managing IPv4 and IPv6 together.

• The introduction of various transition mechanisms [10] and corresponding new equipment poses new challenges to IPv6 transition management. Even worse, the challenge is deciding which of proposed transition mechanisms are the most practical for application’s requirements.

• Some interoperability failure issues [11] indicate the managing challenge of IPv6 transition, because running different address families breaks application end-to-end communication. It is not acceptable to interrupt the incumbent applications and services during IPv6 transition process.

B. Network Virtualization

Network virtualization [6] provides flexibility, promotes diversity, and increases manageability. Network virtualization enables the creation of logically isolated network partitions over shared physical network infrastructures [12]. In addition, network virtualization offers on-demand virtual networks customized for particular service and user requirements [13]. May the current trends of Network-as-a-service (NaaS) [14] and Network Function Virtualization (NFV) [15] change the method for managing IPv6 transition?

However, Network virtualization and IPv6 have not been addressed together within a target architecture. How to manage IPv6 transition based on network virtualization remains unexplored. There is no research on adaptive provisioning of IPv6 transition services in the complex environment of IPv4 and IPv6 coexisting.

C. Motivation for IPv6 network virtualization architecture

We intend to provide IPv6 network virtualization architecture (VNET6), namely, a network management architecture for IPv4 and IPv6 coexistence and IPv6 transition services using the promising way of network virtualization. Network virtualization is a powerful emerging technique with widespread applicability.

• The first purpose of VNET6 is to simplify the management tasks of IPv4 and IPv6. VNET6, using network virtualization, should create IPv6 virtual networks that are extracted from the IPv4/IPv6 coexistent environment. This IPv6 virtual environment should enable IPv6 resources and transition mechanisms to be integrated and supported gradually and seamlessly.

• The second purpose of VNET6 is to manage IPv6 transition services. The transition mechanisms defined in Internet Engineering Task Force (IETF) should be unified in VNET6, so as to provide high flexibility of adopting different transition mechanisms.

• The last purpose of VNET6 is to cope with the demands for dynamic IPv4 and IPv6 heterogeneous communication, especially with various IPv6 transition mechanisms. The management of IPv6 virtual networks and IPv6 transition services should become an enabler for ensure application’s end-to-end communication.

III. IPv6 NETWORK VIRTUALIZATION ARCHITECTURE

In this section, we describe the details of our VNET6.

A. Overview

Exploring IPv6 transition scenarios, our VNET6 architecture can be logically viewed in three layers (Figure 1).

• Physical infrastructure layer is the complex IPv4 and IPv6 coexisting physical infrastructure of the current Internet. End-users connect Internet through network gateways in the physical networks of different IPs. Furthermore, various IPv6 transition mechanisms may have been deployed to migrate to IPv6. There are the aforementioned issues of managing IPv4/IPv6 heterogeneous networks and IPv6 transition services.

• Virtual network layer consists of the unified control and management (UCM), IPv6 virtual networks and abstract IPv6 transition services. UCM is a virtualization orchestrator, which extends network virtualization technology, so as to provide network layer virtualization and IPv6 transition service.
abstractions. On one hand, the network layer virtualization creates IPv6 virtual networks to be built with incremental scalability and without requiring changes to the existing networks itself. On the other hand, IPv6 transition service abstractions maintain abstract IPv6 transition services based on the resources of physical infrastructure layer. This layer enables dynamic construction and management of IPv6 virtual networks and abstract IPv6 transition services, according to application’s dynamic requirements.

- **Application layer** includes IPv6 applications and IPv4 applications of the current Internet. They, over the virtual network layer, are provided abstract IPv6 transition services to ensure application’s end-to-end communication in the complex IPv4 and IPv6 coexisting environment.

In the rest of this section, we describe how VNET6 virtualizes physical infrastructure into an IPv6 virtual network and provides abstract IPv6 transition services for applications automatically. UCM focuses on all visualization specific management tasks necessary in this VNET6 architecture.

### B. Network Layer Virtualization

Network layer virtualization provides a very effective method for managing the coexisting networks of IPv4 and IPv6 and various IPv6 transition mechanisms.

Physical nodes of the physical infrastructure layer can dynamically register or unregister in the Network Information Base (NIB) for physical infrastructure. On one hand, IPv6 topology discovery detects the presence of new IPv6 nodes, the absence of IPv6 nodes due to changing network conditions by using IPv6’s Neighbor Discovery (ND) protocol. On the other hand, UCM mainly adopts SNMP to get related MIBs of physical IPv6 resources and transition mechanisms, which are maintained in the NIB for physical infrastructure.

With the available resources in the NIB for physical infrastructure, UCM supports dynamic virtual consolidation mechanism [16] for IPv6 virtual networks. An IPv6 virtual network can be gradually updated through the seamless integration of IPv6 network resources and transition mechanisms. Due to the gradual integration of IPv6 technology into existing IPv4 Internet, an IPv6 virtual network is a dynamic network composition. Hence building this IPv6 virtual network provides flexible and incremental scalability.

An IPv6 virtual network (Figure 2) has much simpler and more abstract topology than the underlying physical infrastructure. It consists of virtual nodes and virtual links. UCM on-demand integrates various IPv6 physical resources and transition mechanisms into virtual nodes. A virtual link between two virtual nodes is a logical software tunneling data packets. UCM maintains topologies of IPv6-based virtual networks in NIB for IPv6 virtual networks. Deploying IPv6 for network management purposes first, an IPv6 virtual network offers network operators an opportunity to get comfortable with the development of additional IPv6 capabilities.

This network layer virtualization creates IPv6 virtual networks that are decoupled from existing IPv4 physical resources. Hence, it ensures the physical infrastructure can increasingly integrate with IPv6 resources and new IPv6 transition mechanisms.

### C. IPv6 Transition Service Abstractions

Applications, as the practical end-users of IPv6 virtual networks, are offered IPv6 transition services for application-specific requirements during IPv6 transition. Figure 3 illustrates the representation of an end-to-end service for application’s heterogeneous communication over the physical infrastructure of IPv4/IPv6 coexistence. This end-to-end service meets a service profile of the transport networks; this service profile complies with IPv6 transition services specified by end-to-end communication requirements. It is an IPv6 transition service combination, which is a chain of abstract IPv6 transition services through an application’s
communication path. Virtual nodes encapsulate physical resources and IPv6 transition mechanisms into abstract IPv6 transition services (Table 1).

Each service addresses a separate atomic function based on IPv6 transition service level abstraction, and thus the service is more flexible and finer-grained than recent IPv6 transition techniques. For example, DS_Lite [18] takes the best of a combined mechanism of dual stack, tunneling, NAT and IPv6; then the available abstract IPv6 transition services: $T_{a}$, $T_{a,i}$ and $T_{a,i+4}$, are bound with virtual nodes and physical service nodes. An abstract IPv6 transition service is a well-defined and self-contained function performed on application packets.

Abstract IPv6 transition services enable a manageable and easy IPv6 transition service system. Even if two of more transition mechanisms are simultaneously adopted in an existing IP network, these transition mechanisms are extracted abstract IPv6 transition services. When several same abstract IPv6 transition services are available, the most adaptive one meets application-specific requirements to ensure end-to-end communication by an evolution algorithm, as described below.

D. Autonomic Virtualization Process

This section provides three phases of some automated behaviors of allocating virtual networks and abstract services in a dynamic and autonomic manner. Figure 4 outlines the autonomic virtualization process to set up IPv6 virtual networks according to application-specific requirements in VNET6.

1) Phase-1: Auto discovery for application-specific requirements of IPv6 transition services.

When one application initiates a connection to Internet, it is a necessary to obtain a destination IP address by the DNS proxy of UCM. DNS Proxy returns a suitable answer in response to the DNS resolving request of upper applications. It is exactly the same as DNS64 [19] and DNS46 [20] in that this module is involved with the mapping IPv6 prefix of IPv4-IPv6 translators, which provide IPv6 transition services.

Upon receiving the initial connection request, the network gateway only forwards this initial connection packet to UCM, in that the default route of this gateway guides this packet with the next hop to UCM.

UCM firstly analyses the source and destination addresses of this IP connection packet, and then matches a service profile. As indicated in Table 2, the source and destination addresses are the valuable information for determining which IPv6 transition services should be adopted in a coexisting network. This service profile compiles the necessary abstract IPv6 transition services specified by end-to-end communication requirements.

2) Phase-2: Auto IPv6 network virtualization based on service profiles.

Different service profiles enable IP packets to run in different virtual networks, now that packets are demultiplexed into the appropriate virtual network on their packet headers. UCM verifies that there are sufficient abstract IPv6 transition services available over an IPv6 virtual network. For the unassigned IPv6 transition services of an application’s service profile, UCM identifies the candidate physical resources and IPv6 transition mechanisms in NIB for physical infrastructure, and then updates this IPv6 virtual network with the mapping among unassigned IPv6 transition services, the candidate physical infrastructure and this IPv6 virtual network. Eventually, these related IPv6 transition services are updated from the unassigned state to the assigned state.

Compare with the current network virtualization research, two novel proposals are designed for this autonomic virtualization process, especially. On one side, an autonomic control loop focuses on controlling and managing the virtualizing mapping behaviors in an autonomic way. On the other side, an evolution algorithm is applied to ensure an optimal end-to-end path with the optimal services. UCM assigns a specific set of physical nodes for the optimal services. Accordingly, IPv6 virtual network is maintained by UCM based on application’s specific requirements. These two novel proposals are described as following sections.

3) Phase-3: Auto configuration for IPv6 transition services
For the assigned IPv6 transition services, UCM sends configuration commands via NETCONF interface to those specific physical nodes, including the network gateway. These configuration commands are related to the assigned abstract IPv6 transition services. Meanwhile, the network gateway is added a new route, so that the following packets can be directly transported through the optimal end-to-end path.

With above autonomic behaviors, VNET6 enables underlying infrastructure to automate provisioning of virtual resources and abstract IPv6 transition services. This process not only supports dynamic IPv6 virtual networks provisioning, mapping, and management, but also effectively ensures optimal end-to-end paths in IPv4/IPv6 heterogenous environment.

E. Evolution Algorithm Design

An evolution algorithm is specifically designed to create optimal paths for application-specific end-to-end communication. These optimal paths are based on the available abstract IPv6 transition services of UCM. Nevertheless the available abstract IPv6 transition services may be imperfect for application’s service profiles. On condition that UMC maintains the set of available abstract IPv6 transition services and the set of service profiles, VNET6 is able to dynamically adapt to optimal end-to-end paths with suitable abstract IPv6 transition services for service profiles.

We elaborate on this evolution algorithm. A service profile, which is considered as a set of constraints on the properties required in the necessary IPv6 transition services. In effect, UCM parses the constraints specified by the service profile, and then evaluates the suitability of any matching abstract IPv6 transition services. This suitability for application specific end-to-end communication is a metric of link performance attributes, e.g. distance, bandwidth, delay, loss. A path could present different values of such a metric according to abstract IPv6 transition services that may be used even when attached to the same network. For example, the suitability is the distance from a matching one to the network gateway of this application; the closest one is assigned among these matching ones. It is a simple evaluation policy to keep IPv6 transition mechanism simple enough to be hosted in performance constrained entities. The optimal path is bound to the most suitable abstract IPv6 transition services, which are the services with Assigned S_ID. This evolution algorithm is a critical to application’s optimal end-to-end paths.

UCM brings every immediate response to a dynamic application’s connection. IPv6 physical resources and services are to be preferred to IPv4 ones in IPv6 virtual networks. In a way that is IP packet aware, the evolution algorithm ensures optimal paths with suitable abstract IPv6 transition services for application’s end-to-end communication.

F. Autonomic control loop

Above autonomic virtualization process is achieved under an autonomic control loop (Figure.5), which is a closed-loop control of the mapping among abstract IPv6 transition services, physical infrastructure and virtual networks in UCM.

First, UCM allocates the dedicated abstract IPv6 transition services for the unsigned IPv6 transition services of an application’s service profile. Then the service identities S_ID of these dedicated services are assigned (Assigned S_ID).

Second, UCM is required to enable physical infrastructure to process the services S_ID. Thus the physical resources in NIB for physical infrastructure are mapped into the services S_ID; then are labeled with assigned identities (Assigned P_ID).

Last, if a virtual node is integrated with the physical resources Assigned P_ID, it should be allocated assigned identities (Assigned V_ID) to support those dedicated services Assigned S_ID. This virtual node in an IPv6 virtual network can meet the application-specific requirements.

IPv6 transition services of an IPv6 virtual network can be updated automatically to meet different application-specific requirements, while network layer virtualization seamlessly integrates new IPv6 physical resources and transition mechanism into this IPv6 virtual network. The control loop enables UCM to be an autonomic manager, which is responsible for application’s specific requirements, physical infrastructure and virtual networks management.

IV. UCM MANAGEMENT FACILITIES AND IMPLEMENT

UCM in VNET6 touches the existing Network Management System (NMS), and the new management facilities of network virtualization are applied in UCM. Particularly, the auto IPv6 virtualization process simplifies the related management facilities in UCM.

A. Extensions for Management facilities of NMS

- **Topology management** plays a critical role for the complex IPv4 and IPv6 coexisting environment. UCM is implemented to enhance the management capabilities of existing network management software tools for topology. It maintains the network topologies not only of the physical infrastructure layer in NIB for physical infrastructure, but also of the virtual layer in NIB for IPv6 virtual networks. Specially, IPv6 should be enabled on the SNMP agents and MIBs not of all management components, but of new IPv6 components.

- **DNS Proxy** provides DNS extensions for IPv6 transition mechanisms. Meanwhile, UCM gathers IPv6 prefix and IPv4 address is assigned inside the managed network to manage a coexisting network.

- **Configuration manager** simplifies managing configuration files for the IPv6 transition services of the physical infrastructure layer. It enables the real-time changes of configurations to response to application’s dynamic service profile.

B. New Management facilities in VNET6

- **Management of network layer virtualization**: UCM can provide IPv6 virtual networks with incremental scalability for smooth IPv6 transition. The dynamic virtual consolidation mechanism simplifies the management of IPv6 physical
networks and various transition mechanisms in IPv6 virtual networks.

- **Management of IPv6 transition services**: This service management adds the necessary application-to-IPv6 transition service-to-network awareness. UCM can handle management tasks: extracting abstract IPv6 transition services from IPv6 transition mechanisms and evaluates the suitability of the abstract IPv6 transition services.

C. Implement of UCM

UCM is a control and management software tool. It is implemented to enhance the management capabilities of existing network management software tools for topology. We run this software tool on Intel Xeon E5645 with 24 CPU cores (2.4GHz), 66G memory and 64-bit CentOS as the operating system. The information in NIB for physical infrastructure is obtained by the use of SNMP protocols and related MIBs. The service configuration is implemented via NETCONF interface. The patch of edcysis-bind [21] is modified for the DNS proxy. The autonomic control loop is implemented to manage the mapping among abstract IPv6 transition services, physical infrastructure and virtual networks. The evolution algorithm deals with service profiles to automatically create optimal paths for end-to-end communication. Those appropriate management facilities are developed and applied in UCM.

The next step implementation will extend Flowvisor [22] to support UCM function as a virtualization orchestration, which unifies the control and management of IPv6 transition.

V. MANAGEMENT APPLICATIONS AND DEPLOYMENT

To validate our design, this section describes the deployment of UCM, and two application areas of VNET6.

A. Deployment of UCM

In our hybrid deployment (Figure 6), we have a centralized manager with a unified global view, as well as some distributed UCM managers for site management.

The centralized UCM manager, together with these distributed UCM managers, controls and manages the overall physical infrastructure layer. This centralized manager simplifies managing IPv6 transition mechanisms that are related to application’s specific requirement for end-to-end communication. The centralized UCM manager means fast and easy to manage with a unified global view.

The site management is limited the system capabilities in accordance with locally-specified IPv6 transition mechanisms. It provides an integrated management to implement the most popular IPv6 transition mechanisms managed by these distributed UCM managers. A distributed UCM manager is in local centralized deployment. This manager controls and manages local overall physical infrastructure layer. It is flexible to apply new IPv6 transition mechanisms to a specific transition scenario.

This hybrid deployment leverages the benefits of the simple control as in the centralized UCM manager with the scalability and flexibility of the distributed UCM managers.

B. Application Area: Coordinating WAN Link Performance across Sites

WAN links are typically provisioned with significant management requirements. Based on China-US international data placement laboratory, an IPv4 WAN link has 1Gbps bandwidth, whereas an IPv6 WAN link has 10Gbps bandwidth. Two distributed UCM managers share the link state information with the centralized UCM manager.

The centralized UCM manager allows network operators to define the suitability of IPv6 transition services as the bandwidth of WAN links. Thus all UCM managers prefer the abstract IPv6 transition service $T_{4>4}$ to $T_6$. Based on this evaluation policy, IPv4 and IPv6 packets are demultiplexed into an IPv6 virtual network. An abstract IPv6 transition service $T_{4+4}$ is provided by integrating IPv4-in-IPv6 tunnel physical ends and configuring IPv4-in-IPv6 software mechanism for IPv4 packets. Hence, IPv4 packets within VNET6 provided higher end-to-end performance (Table 3).

C. Application Area: Flexible IPv6 Transition Services within a Site

Most transition mechanisms meet the particular deployment. Multiple parallel mechanisms are deployed in order to fulfill diverse IPv6 transition requirements. The concurrent deployment and management of multiple mechanisms however are not cost-effective. Further, it is difficult to determine effective transition mechanisms for application-specific requirements.

The distributed UCM manager of site 1 in China has managed several abstract IPv6 transition services $T_6$, $T_{4+4}$, $T_{4>4}$ and $T_{6>4}$. VNET6 can maximize the re-use of existing abstract IPv6 transition services. It is through the distributed UCM manager that abstract services can dynamically compose different service combination over time, such as DS-Lite with $T_6+T_{4+4}+T_{4>4}$, Lightweight 4over6 with $T_{4+4}+T_{6>4}$. These abstract IPv6 transition services can provide a cost-effective and flexible means to define an individual service composition for application-specific requirements.

D. Lessons learnt from the Deployment of VNET6

- **Incremental IPv6 Deployment**: VNET6 can manage IPv6 network resources and transition mechanisms to be
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integrated into existing physical infrastructure gradually and seamlessly. A small set of upgraded IPv6 nodes use Software tunnels to form IPv6 virtual networks topology over physical infrastructure. In contrast, dual stack requires complex end-to-end upgrades and managing numerous upgraded devices. Unlike managing the co-existing network under various transition mechanisms [23], VNET6 can dynamically manage IPv6 transition service provisioning, by employing a flexible service-oriented architecture.

- **Flexible IPv6 transition services management**: By IPv6 transition service abstractions, VNET6 can be flexible, manageable and available for a broad range of IPv6 transition. In contrast, a software defined transition approach [24] has unified current IPv6 transition mechanisms. This approach, however, should deploy OpenFlow switches. Besides unifying IPv6 transition, abstract IPv6 transition services in VNET6 are more flexible and finer-granularity than current IPv6 transition mechanisms. Further, VNET6 can automatically ensure application’s end-to-end communication through the optimal path with suitable abstract IPv6 transition services.

VI. CONCLUSIONS

Considering management issues during IPv6 transition, we proposed VNET6: a combination of a unified management model for physical infrastructure layer and a service-oriented model for application layer. To minimize network operator involvement, this combination appears to align with the autonomic management of IPv6 transition.

VNET6 has its own management model based on abstraction. On one side, the network layer virtualization provides network abstractions, which increase manageability for the coexisting IPv4 and IPv6 environment. On the other side, IPv6 transition service abstractions meet the dynamic application’s requirements during IPv6 transition. This management model facilitates IPv6 transition considerably smooth.

This paper only proposed a preliminary IPv6 network virtualization architecture. In future research, we will focus on the improvement of VNET6, especially how to explore the overall system performance facing large-scale application requirements, how to refine the design of IPv6 network virtualization architecture and algorithm, and how to revise our implementation in the wide range of networks. The further investigation of network virtualization, future network and IPv6 transition technologies is also our concern.
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